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Let $\mathfrak{G}=(V, \mathrm{E})$ be a graph such that $V=\mathbb{N}_{+}$and $(i, j) \in \mathrm{E}^{\mathfrak{G}}$ iff $p_{i} \mid j$ or $p_{j} \mid i$ ( $p_{i}$ is the $i$-th prime number)

## Lemma

$$
\mathfrak{G} \models \sigma_{s, t}:=\forall x_{1} \ldots \forall x_{n} s\left(x_{1}, \ldots, x_{n}\right) \rightarrow \exists x_{n+1} t\left(x_{1}, \ldots, x_{n}, x_{n+1}\right)
$$

## Proof

Take any $a_{1}, \ldots, a_{k}$ such that $\mathfrak{G} \models s\left(a_{1}, \ldots, a_{k}\right)$. Goal: Find $a_{k+1}$ such that $\mathfrak{G} \models t\left(a_{1}, \ldots, a_{k}, a_{k+1}\right)$.
We divide indices $1,2, \ldots, k$ into Con $:=\left\{i \mid \mathrm{E}\left(x_{i}, x_{k+1}\right) \in t\right\}$ and $\operatorname{DisC}:=\left\{i \mid \neg \mathrm{E}\left(x_{i}, x_{k+1}\right) \in t\right\}$.
Thus, our $a_{k+1}$ must be connected to all $a_{i}$ with $i \in$ Con and disconnected from all $a_{i}$ with $i \in \operatorname{DisC}$.

$$
a_{k+1}:=\Pi_{i \in C o n} p_{a_{i}} \cdot q, \text { where } q \text { is any prime number bigger than } \Pi_{i=1}^{k} p_{a_{i}}
$$

And now it is easy to check our choice of $a_{k+1}$ is correct.

Divide $x_{1}, x_{2}, \ldots, x_{k}$ biased on type connections with $k+1 \quad$ (Dis)connected with $x \approx$ (non)dividable by the $x$-th prime number
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