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## Exercise 1

Exercise. We consider three problems related to query answering in the lecture:
Boolean Query Entailment Given a Boolean query $q$ and a database instance $I$, does $I \vDash q$ hold?
Query Answering Given an $n$-ary query $q$, a database instance $I$, and an $n$-ary tuple $\mathbf{c}$, does $\mathbf{c} \in M[q](I)$ hold?
Query Emptiness Given a query $q$ and a database instance $\mathcal{I}$, is $M[q](\mathcal{I}) \neq \emptyset$ ?
Show that these problems are equivalent, i.e., show that any algorithm solving one of these problems, it can also be used to solve the others.
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